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ANONYMOUS SUBJECT IDENTIFICATION
SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/959,642, to Song et al., filed on Aug. 5, 2013,
now U.S. Pat. No. 8,870,068, which is a continuation of U.S.
patent application Ser. No. 13/464,564, to Song et al., filed on
May 4, 2012, now U.S. Pat. No. 8,500,011, which is a con-
tinuation of U.S. patent application Ser. No. 12/427,568, to
Song et al., filed on Apr. 21, 2009, now U.S. Pat. No. 8,191,
774, which is a continuation of U.S. patent application Ser.
No. 11/351,282,to Song et al., filed on Feb. 8, 2006, now U.S.
Pat. No. 7,533,808, which claims the benefit of U.S. Provi-
sional Application No. 60/651,062, filed on Feb. 9, 2005, the
disclosures of which are expressly incorporated by reference
herein in their entireties.

TECHNICAL FIELD

Aspects of the present disclosure generally relate to elec-
tronic communications concerning a particular entity without
divulging the true identity of the subject individual, organi-
zation, or other legal entity. More specifically, one aspect of
the present disclosure involves a computerized method and
apparatus for sharing information among multiple parties,
each having information about identifiable entities of poten-
tial interest to the other parties, without disclosure of any
private identification information not already known to a
recipient.

BACKGROUND

Privacy protection is a serious matter today. Many indus-
tries have established their privacy protection guidelines,
rules, or regulations, and in many cases, even the government
is involved.

For example, in the USA financial industry, the Gramm-
Leach-Bliley Act (“GLB Act”) requires financial institutions
to keep all their customers’ non-public personal information
confidential. Non-public personal information also includes
the identification information of the customers. Other coun-
tries have similar laws for privacy protection.

Although the GLB Act has an important purpose, it also
provides a form of protection for con artists. For example, if
a con artist commits a crime, (e.g., check kiting, between
Bank A and Bank B), prevention of this crime is possible if
Bank A and Bank B can jointly investigate this case at an early
stage.

The chance of Bank A or Bank B jointly investigating this
case at an early stage, however, is almost zero because, most
likely, Bank A and Bank B may not know that they have a
common customer, who is using Bank A and Bank B to
commit a financial crime until it is too late.

A joint effort by multiple financial institutions is often
required to identify a possible crime at an early stage. The first
step to forming this joint effort is to identify a common
customer, that has suspicious activities. If a financial institu-
tion is not permitted to release the identification information
of this suspicious customer, other financial institutions have
no way of determining whether they have a common cus-
tomer.

In theory, a financial institution should be able to determine
whether any other financial institution may have a common
customer. For example, a common customer may be deter-
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2

mined by simply posting the customer’s identification infor-
mation on a shared network and inviting other financial insti-
tutions to compare this identification information with the
identification information of their own customers. If thereis a
match, the matched person, organization, or entity is the
common customer.

Although financial institutions are permitted to share infor-
mation for the purposes of crime prevention under the section
314(b) of the USA PATRIOT Act or equivalent laws in other
countries, most financial institutions do not take an advantage
of'these laws because they are afraid of violating the Gramm-
Leach-Bliley Act in the USA or the equivalent laws in other
countries. That is especially true if it is conceivable that the
suspicious activities were perfectly innocent and the cus-
tomer has not done anything illegal. Moreover, even if a
customer consents to the posting of the customer’s identifi-
cation information, it is not desirable to release the identifi-
cation information of a customer because con artists could
possibly access the posted identification information and use
it to commit identity theft, which is one of the most common
crimes today.

In other words, these conflicting requirements have placed
financial institutions in a very awkward position. On one
hand, there is an important need for financial institutions to
identify a common suspicious customer in order to jointly
prevent crimes. On the other hand, financial institutions are
not permitted to release any identification information, even if
it would assist the financial institution to identify a common
suspicious customer.

In this document, the terminology “identification informa-
tion” generally refers to a set of information that can be used
to authenticate the identity of a subject person, organization,
or other legal entity. For example, if the subject is a person,
such information may include not only the person’s name, but
also one or more of that person’s address, date of birth,
identification document or instrument number, type of iden-
tification document or instrument, expiration date of identi-
fication document or instrument, social security number,
driver’s license number, etc.

In this document, the terminology “network™ or “net-
works” generally refers to a communication network or net-
works, which can be wireless or wired, private or public, or a
combination of them, and includes the well-known Internet.

In this document, the terminology “computer system” gen-
erally refers to either one computer or a group of computers,
which may work alone or work together to perform certain
system functions.

In this document, the terminology “computer network™
generally refers to either one computer network or a group of
connected computer networks, which may work alone or
work together to perform certain network functions.

In this document, a “bank” or “financial institution™ is
generally referred to as a “financial service provider” and a
“bank account” or “financial account” is generally referred to
as an “account in a financial institution” or an “account with
a financial service provider”.

In this document, the terminology “financial institution”
and “financial service provider” generally refers to either
banks or non-banks which perform financial transactions
(such as deposits, withdrawals, and transfers) involving pay-
ment instruments (such as cash, checks, credit cards, debit
cards, monetary instruments, electronic fund transfers, etc.).

In this document, the terminology “encoding” generally
refers to any type of data manipulation so that an alphanu-
meric code is generated from a set of data through this data
manipulation. The terminology “decoding” generally refers
to the reverse data manipulation to transform the “encoded”
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data back to its original format. Not all encoded information
can be decoded. Some coding schemes compress the infor-
mation contained in the data, such that some information is
lost during the encoding process. Sometimes encoding
involves encryption which hides the information such that it
cannot be decoded or otherwise made visible without access
to a secret key.

SUMMARY

One aspect of the present disclosure readily identifies a
subject in which multiple parties may have common interest
without violating the subject’s privacy. Another aspect pro-
vides a networked method and apparatus which is used to
coordinate joint activities by two or more of those parties,
having a common interest in the specific subject.

Although aspects of the present disclosure may be best
understood in the context of a specific example involving the
identification of a common customer by multiple financial
institutions that must comply with the Gramm-Leach-Bliley
Act, many aspects of the disclosure may also be applicable for
identifying a common person, organization or legal entity for
other purposes.

Instead of using the actual identification information of a
specific customer, one aspect of the present disclosure may
share only a set of “encoded” data (“identity code™) that is
derived from that identification information.

In accordance with one aspect of the disclosure, if these
two sets of encoded data exactly match each other, depending
on the method of encoding, the original identification infor-
mation of two subjects behind these two sets of encoded data
should have an excellent probability to match each other.

In accordance with another aspect of the disclosure, if
crucial pieces of information are removed during the encod-
ing process, accurate decoding of the original information
becomes impossible. Thus, even if the encoding methodology
is known, the recipient is unable to recover the original iden-
tification information through a decoding process.

Moreover, in another aspect, instead of using the actual
identification information of a specific customer, the recipient
receives only a set of “encrypted” data (“identity code”) that
is derived from that identification information. For example,
the identity code is preferably encrypted using a known two-
key form of encryption in which only the first key used to
encrypt the data is shared without disclosing the second key
required to decrypt data into a usable format.

In theory, if these two sets of encrypted data exactly match
each other, depending on the method of encryption, the origi-
nal identification information of two subjects behind these
two sets of encrypted data may have an excellent probability
to match each other.

More importantly, if we purposely hide or destroy the key
that is used for decryption, there may be no chance to recover
the original identification information, even if the encrypted
information in theory contains all the original information
and in theory all the original information would be accessible
to anyone having access to the decryption key. Thus, even if
the key for encryption is known to the public, there is no
chance to recover the original identification information
because the key for decryption is not available.

In another aspect, encryption is combined with encoding of
partial identification information, such that even a person
succeeds in decrypting the encrypted information, only par-
tial identification information is recovered and the chance for
recovering sufficient identification information to commit
fraud or identify theft is practically zero.
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To make sure a financial institution can easily follow the
same encoding and/or encryption method to derive the shared
identity code from the customer’s private identification infor-
mation, so that matching process can be effectively per-
formed, one aspect of the present disclosure uses a comput-
erized method to prompt users to precisely follow the rules of
encoding and/or encryption, or otherwise providing a stan-
dardize and automated process such that the same identifica-
tion information is encoded and encrypted in a consistent
manner to produce the same results regardless of which user
preformed the encoding and/or encryption process.

Once these financial institutions have learned that they
have a matching identity code, they may have a common
customer who has suspicious activities. These financial insti-
tutions can begin discussing the suspicious activities of the
common customer privately and confidentially as permitted
by law.

In the very unlikely event, if two different persons really
turn out to have the same “identity code,” it should soon be
apparent to the involved financial institutions before any dam-
age is done. In any event, only those financial institutions with
the presumably shared customer behind the common identity
code have access to corresponding actual identification infor-
mation, and to the extent they do not exchange information
until they have established that the common identity code
does not belong to two different individuals (for example, by
sharing information about some other pieces of identification
information not used to construct the identity code, such as
place of birth or mother’s maiden name), the actual identifi-
cation information used by one financial institution to con-
struct the identity code for one of its customers will remain
protected even from the other financial institution.

Moreover, this common identity code is essentially mean-
ingless to any other third parties. Even if a computer hacker
breaks into the computer database that stores these identity
codes, he/she will have great difficulty finding any meaning-
ful information and thus is unable to commit identity theft.

Consequently, one aspect of the present disclosure pro-
vides technology to identify a common customer potentially
associated with suspicious activities at more than one finan-
cial institution without violating the Gramm-Leach-Bliley
Act.

Those skilled in the art will undoubtedly recognize that by
using different encoding and/or encryption rules to select and
encode and/or encrypt different pieces of the available iden-
tification information, there will be potentially many different
ways to generate an “identity code” that achieves substan-
tially the same objectives. These different ways to encrypt the
identification information should not be construed as substan-
tial deviations from aspects of the present disclosure, as here-
inafter claimed.

BRIEF DESCRIPTION OF THE FIGURES

For a more complete understanding of the present disclo-
sure, reference is now made to the following description taken
in conjunction with the accompanying drawings.

FIG. 1 is an exemplary system diagram with two parties
(or, reporting financial institutions) connected to the com-
puter system via a network.

FIG. 2 is an exemplary flow chart showing how a party can
log into the computer system, search for a common suspect,
and obtain contact information to perform a joint investiga-
tion of suspicious activities of this suspect, using the com-
puter system shown in FIG. 1.

FIG. 3 is an exemplary flow chart showing how a party can
obtain a list of identity codes and the party can then use that
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list to screen its existing database (e.g. customer database),
using the computer system shown in FIG. 1.

FIG. 4 is an exemplary screen layout of the computer
system, which collects, encodes and/or encrypts a set of data
to form an identity code for an individual.

FIG. 5 is an exemplary screen layout of the computer
system, which collects, encodes and/or encrypts a set of data
to form an identity code for an organization.

DETAILED DESCRIPTION

The detailed description set forth below, in connection with
the appended drawings, is intended as a description of various
configurations and is not intended to represent the only con-
figurations in which the concepts described herein may be
practiced. The detailed description includes specific details
for the purpose of providing a thorough understanding of the
various concepts. [t will be apparent, however, to those skilled
in the art that these concepts may be practiced without these
specific details. In some instances, well-known structures and
components are shown in block diagram form in order to
avoid obscuring such concepts. As described herein, the use
of the term “and/or” is intended to represent an “inclusive
OR”, and the use of the term “or” is intended to represent an
“exclusive OR”.

The present disclosure potentially includes a number of
aspects to provide maximum flexibility to satisfy the many
different needs of both sophisticated and unsophisticated
users. Accordingly, only a few examples of certain aspects of
the present disclosure (and combinations of those aspects) are
described.

An individual is typically identified by his/her name and
place of residence, preferably accompanied by a unique gov-
ernment issued identification number (e.g., a social security
number, driver’s license number, passport number, etc). Nev-
ertheless, partial identification information (e.g., a person’s
initials) is far from being sufficient for identification pur-
poses. Similarly, other partial information (e.g., the last four
digits of the social security number or driver’s license num-
ber, the street number, last four digits of the zip code, the last
digit of the month of birth, etc.) is also insufficient for iden-
tification purposes.

Nevertheless, in one aspect of the present disclosure, if
several pieces of such unrelated practical identification infor-
mation from the same subject are combined together through
a pre-agreed data manipulation process, they form a set of
encoded data, that can be used as an “identity code”.

Similarly, another aspect of the present disclosure provides
higher security and privacy by using an advanced encryption
technique to encrypt the identification information to form an
“identity code” If we purposely hide or destroy the key for
decryption, there may be no chance to recover the identifica-
tion information behind the identity code.

In yet another aspect of the present disclosure, we can
combine the above encryption with encoding of partial iden-
tification information to form an “identity code,” in which the
chance of recovering the original identification information
from this identity code is practically zero.

Although it is not possible to decode and/or decrypt an
identity code to obtain the original identification information,
two matched identity codes will signify that the original iden-
tification information of two subjects, which both correspond
to this matched identity code, may match each other with a
very high probability.

For example, the probability for two persons to have the
same last five digits in both the social security number and
driver’s license number is 1 out of 10'° or 1 out of ten billion.
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The probability that these two persons also have the same last
two digits for year of birth is 1 out of 102 or 1 out of one
trillion. Furthermore, if these two persons also have the same
zip code, the probability becomes 1 out 107 if these different
types of information are statistically independent, which
practically may never happen. By combining these pieces of
information together through a pre-agreed data manipulation
process, we can construct a set of encoded data, which
becomes an “identity code.”

Similarly, if we encrypt a sufficient amount of identifica-
tion information to form an “identity code,” the chance of two
persons having the same identity code can be reduced to
almost zero.

At the same time, third parties are unable to identify the
true identity behind this identity code; and thus the privacy of
the person is preserved.

An analogous encoding and/or encryption of partial iden-
tification information can be used to identify an organization,
or any other legal entity, while at the same time maintaining
privacy.

A pre-agreed rule or set of rules is used to select, encode
and/or encrypt the pieces of partial identification information
from a specific subject individual, organization, or other legal
entity, to form an identity code. This identity code is essen-
tially unique to that subject and conceptually serves as a
public proxy for that subject’s private identification informa-
tion.

In one aspect of the present disclosure, the identity code is
established based on a pre-agreed relatively simple transfor-
mation of the private identification information such as a
straightforward concatenation of only some specified indi-
vidual digits and letters from the original identification infor-
mation.

In another aspect of the present disclosure, the identity
code is established through a pre-agreed relatively complex
transformation of the specified digits and letters. The trans-
formation could include known methods of data encryption
and encoding of the selected pieces of the identification data,
thus further protecting the privacy of the original identifica-
tion information from unauthorized access.

Moreover, because only a small and relatively meaningless
portion of the private information is used to generate the
identity code, even if that portion is recovered by a malicious
third party, the privacy of the remaining identification infor-
mation is preserved and it is not possible to steal the identity
of the concerned subject.

In one aspect of the present disclosure, a networked com-
puter has a database, which stores the identity codes of many
subjects of potential interest. In addition, for each specific
identity code, the computer also stores the contact informa-
tion of all the parties which may have information concerning
orare otherwise interested in the subject that is represented by
the specific identity code.

Inthat aspect, a user logs into a computer via a network and
issues a request to the computer to determine whether its
database may contain a specific identity code in which the
user is interested. If the computer locates the specific identity
code that the user is interested in, the computer can provide
contact information of those parties, which may have a com-
mon interest in this specific identity code. As a result, the user
can contact these parties and coordinate their efforts regard-
ing the common subject that is represented by the specific
identity code.

In another aspect of the present disclosure, a user logs into
the computer via the network and issues a request to the
computer to provide a list of identity codes previously deter-
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mined to be associated with suspicious individuals or other-
wise responsive to a specific criteria provided by the user.

Once the user has obtained such a list of identity codes, the
user compares its own database with this list and determines
whether its own database may contain any subject, which may
have a matching identity code. If any identity code on the list
that also exists in the user’s database, the user may request the
computer to provide contact information of all parties that
have a common interest in the identity code. As a result, the
user can contact those parties and coordinate their efforts
regarding the common subject, which is represented by said
identity code, without disclosing any identification informa-
tion about the user’s own customer that is not already known
to the other users.

As contemplated in certain described aspects, two financial
institutions A & B are using the computer system 300 as
shown in FIG. 1 to identify common customers that may have
suspicious activities.

Reference should now be made to the flowchart of FIG. 2 in
combination with the system diagram of FIG. 1, which
together illustrate how Reporting Financial Institution A 100
uses the computer system 300 to search for a suspect, relating
to whom Reporting Financial Institution A 100 has detected
suspicious activities (block 1001).

Then (block 1002), Reporting Financial Institution A 100
logs into the computer system 300 via network 400.

Reporting Financial Institution A 100 is prompted to form
the identity code of the suspect and the case description into
the computer system 300 (block 1003). The case description
may include the category, the dollar amount, location, time
frame, etc. of the suspicious activities.

FIG. 4 is an exemplary screen layout for the computer
system to collect information from the user to form an identity
code ofanindividual. FIG. 5 is an exemplary screen layout for
the computer system to collect information from the user to
form an identity code of an organization.

The computer system 300 searches its database to identify
whether there is any existing case that has a matching identity
code (block 1004).

After the search, the computer system 300 determines
whether there is any match (decision block 1005). If a match
is found (“YES” branch 1006 from decision block 1005), the
computer system 300 informs Reporting Financial Institution
A 100 of other parties that have reported the same identity
code before (block 1008).

In general, two individuals or organizations are classified
as “matched” if they have the same identity code, which is an
encoded and/or encrypted form of numerical digits and letters
collected from the identification information of the individu-
als or the organizations.

If Reporting Financial Institution B 200 has reported the
same identity code before, the computer system 300 will also
inform Reporting Financial Institution B 200 of the matching
identity code and the contact information of Reporting Finan-
cial Institution A 100 via e-mail, fax, or other media, so that
Reporting Financial Institution A 100 and Reporting Finan-
cial Institution B 200 can contact each other for a joint inves-
tigation.

On the other hand, if a match is not found (“NO” branch
1007 from the decision block 1005), no action may be nec-
essary. The computer system 300 may then keep the identity
code reported by Reporting Financial Institution A 100 for
future comparisons.

References should also be made to the flowchart of FIG. 3
in combination with the system diagram of FIG. 1, which
together illustrate how Reporting Financial Institution A 100
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uses the computer system 300 to check whether it has any
customer, who also has a record in the computer’s database.

First (block 2001), Reporting Financial Institution A 100
logs into the computer system 300 via network 400.

Then (block 2002), Reporting Financial Institution A 100
requests the computer system 300 to provide a list of identity
codes based on certain criteria.

For example, the criteria can be “Please list the identity
codes of all suspects in the commercial loan category for
suspicious activities reported from users in the State of Texas
with dollar amount above $250,000 during July 2001 to May
2004

After receiving the list (block 2003), Reporting Financial
Institution A 100 compares the identity codes of its customers
against this list provided by the computer system 300.

Reporting Financial Institution A 100 will take two differ-
ent actions based on whether there is any match between the
identity codes on the list and the identity codes of its custom-
ers (decision block 2004).

If there is no match (“NO” branch 2006 from the decision
block 2004), the check is complete.

If there is a match (“YES” branch 2005 from the decision
block 2004), Reporting Financial Institution A 100 can
request the computer system 300 to provide more information
about the matching identity code and the other reporting
parties, which have reported the same identity code before
(block 2007). A joint activity can be established among
Reporting Financial Institution A 100 and other reporting
parties to reach a particular purpose.

Those skilled in the art will undoubtedly recognize that the
described aspects can be assembled in various ways to form a
variety of applications based on the need, and that obvious
alterations and changes in the described structure may be
practiced without meaningfully departing from the prin-
ciples, spirit and scope of the present disclosure. Accordingly,
such alterations and changes should not be construed as sub-
stantial deviations from the present disclosure as set forth in
the appended claims.

What is claimed is:

1. A method for determining whether two parties are inter-
ested in a same subject without disclosing an identity of the
subject, comprising:

receiving, through a computer network, a first set of partial

identification data of a first anonymous subject submit-
ted by a first party;

receiving, through the computer network, a second set of

partial identification data of a second anonymous sub-
ject submitted by a second party;

comparing, by a computer system, the first set of partial

identification data and the second set of partial identifi-
cation data; and

requesting the first party to contact the second party when

correspondence is detected between the first set of par-
tial identification data and the second set of partial iden-
tification data.

2. A method for determining whether two parties are inter-
ested in a same subject without disclosing an identity of the
subject, comprising:

receiving, through a computer network, a first set of partial

identification data of a first anonymous subject submit-
ted by a first party;

receiving, through the computer network, a second set of

partial identification data of a second anonymous sub-
ject submitted by a second party;

comparing, by a computer system, the first set of partial

identification data and the second set of partial identifi-
cation data; and
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requesting the second party to contact the first party when
correspondence is detected between the second set of
partial identification data and the first set of partial iden-
tification data.

3. A method for determining whether two parties are inter-
ested in a same subject without disclosing an identity of the
subject, comprising:

receiving, through a computer network, a first set of

encrypted identification data of a first anonymous sub-
ject submitted by a first party;

receiving, through the computer network, a second set of

encrypted identification data of a second anonymous
subject submitted by a second party;

comparing, by a computer system, the first set of encrypted

identification data and the second set of encrypted iden-
tification data; and

requesting the first party to contact the second party when

correspondence is detected between the first set of
encrypted identification data and the second set of
encrypted identification data.

4. A method for determining whether two parties are inter-
ested in a same subject without disclosing an identity of the
subject, comprising:

receiving, through a computer network, a first set of

encrypted identification data of a first anonymous sub-
ject submitted by a first party;

receiving, through the computer network, a second set of

encrypted identification data of a second anonymous
subject submitted by a second party;

comparing, by a computer system, the first set of encrypted

identification data and the second set of encrypted iden-
tification data; and

informing the second party to contact the first party when

correspondence is detected between the second set of
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encrypted identification data and the first set of
encrypted identification data.

5. A method for determining whether one party has a com-
mon interest in subjects stored in a database of another party,
comprising:

receiving, from a first computer system, a first set of partial

identification data of a first anonymous subject submit-
ted by a first party;

comparing, by a second computer system, the first set of

partial identification data and a second set of partial
identification data stored in a database of a second party;
and

receiving, by the second computer system, an identifica-

tion of the first party from the first computer system
when correspondence is detected between the first set of
partial identification data and the second set of partial
identification data.

6. A method for determining whether one party has a com-
mon interest in subjects stored in a database of another party,
comprising:

receiving, from a first computer system, a first set of

encrypted identification data regarding a first anony-
mous subject submitted by a first party;

comparing, by a second computer system, the first set of

encrypted identification data and a second set of
encrypted identification data stored in a database of a
second party; and

receiving, by the second computer system, an identifica-

tion of the first party from the first computer system
when correspondence is detected between the first set of
encrypted identification data and the second set of
encrypted identification data.
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